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" T h e  p o s s i b i l i t y  of unique factors, on ly  r e l evan t  t o  one 
proper ty ,  introduces a conplication which does not appear 
to b v e  been completely PesoXved. 1'' 

F. B. Clouqh 

1 __ I n t r O d U C % i Q n .  - 
The technic  called f a c t o r  analysis arises from 

csns ide ra t ion  of sets of vae iab les  which are amenable t o  
mezawenent, w i k h  regard to t he  way i n  which many r e p l i c a t e  
measurements of the  s e t  yield d i f f e r e n t  values.  The 
different values r e f l e c t  t h e  d i f f e r e n t  ways i n  which t h e  
va r i ab le s  a r e  determined by $he underlying phenomena, 
t h a t  i s  by the factors, - 
from one seqaence of measurements t o  the nex.t;, the var i ab le s  
chmqe in ways whkch may be quite complicated, according 
t o  t h e  magnitudes of  the different con t r ibu t ions  of each 
f a c t o r  to %he variables. (Cf, Appendix A.) The analysis 
'rde ax? expounding of measurements of sets  of var i ab le s ,  
to cliscsver %he significant f a c t o r s ,  rests first on the 
suppasftfon tha t  these variables do hewe common factors 
and sfxxxid on the hypothesis of a l i n e a  dependence on 
th,-: factors , 

i P  @eFlRcF..te !?Ieasurement i : 

As the  mul t ip l e  factors vary 

This is expressed by the equation, for var i ab le  k, 

pk is t h e  mean .aalue of 'pik 
lie-c? we s?ippse 3 com_mcm fac to r s  ( j=l,  0 -  ,f )a In any 
pac.%iicukas s i t u a t i o n  a given f a c t o r  has a weight expressed 
by &he measwe numbers ( l a t e r  cal led molecular factors, see 

sc?ct ion II), E ,  <. n;, i n  general changes from one 

over all replicate measurements, 



c 

2 .  

r ep l i ca t e  measurement to the next, f o r  the sane fac-tor J ,  

and we should note 'chat for any o the r  varic..ble, a instead 
of la, the same n f i  a p p e q  when the measurement is made 
under .&he seme environmental condie isns :  
The contribution of each of t h e  f factors 
rrraninq from 1 to f) to a given variable is expressed by 
the vakues qjkD always the sane in every measurement of 

the variable Pik, t h e i r  measure i n  a siven situation being 
%he vari.bble k . In short, the q are &be face OrQ for Jk 

given by ni3 0 

The terntinology fn 
era-Le3~ chosen to set the 
of chemical properkies in 

t h e  above dfscuss ion  was de l ib -  
point of vtew f o r  the discussion 
the followinq sections, and 

-the n o t a t i o n  represented by equation[ 11 will be systemat- 
i e n l l y  developed f o r  application to chemical properties, 

a sat af varfahl-es mi,o;ht be chosen in RR infinite number 
of ways unless  other considerations s u c h  a5 physical 
significance e n t e r ,  but, t ha t  t h e  number of independent 
fac1;on.s is fixed f o r  the seb of variables.  

In passing it should be noted that t he  f a c t o r s  for 

..- AI. ---.rim- Fac to r s  _LI in Chemical Propg%ies.  

it is appropriate to chance the tiermin.oloP;y to aid in 
understanding the structure of the problems which we wish 
to cons ider  from t h e  stqndpoint of factor analysis, 

Our on variable^*' will be a set of propert ies ,  e.g. 

nD a;rd_, and so forth, which could bo. measured on 
d i f f e r e n t  substances. The ""replicate measurements" of 

For the consSderatfon of data of chemical fnteresti,  
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'these properties, t h e n ,  are t h e  values of the s e t  obtained 
f o r  di l ' ferent  chemical suBstances. ('de w i l l ,  following 
c,w.tom, refer $0 then as measurements on d-ifferent molecales, 
even t;hou<h they nay be strictly properties sf t h e  agqregea-be 
of the molecules, the macroscopic substcice.)  

P O i E Z  of view, 
or: d i f f e r e n t  molecules, we are drawing our samples %or 
OUT 

finite popufa%ion. If we wish, however, we can consider  
-~IY!~S a prseess of smp1i.ng an infinite hypothe t ica l  
pcp?la%ior? of substances, This  population we can think 
of E S  heinq  ob-tsined by a continuous variatiomof the 
pLE*E.lilc? b e r ~  of nuclear and electronic charge which determine 
. b h ?  pr3pePtbeS Qf matter. The quaakization imposed by 
ne l ;~ , r e  QZL these properties need not; prevent  us from t ak ing  
this s t a t i s t 5  cal point of view. Factor analysis applied 
t o  chemical problcrns, f r o m  t h i s  point  of view, is a kind 
of m a l y s i s  of variance. 

T h i s  switch in terminoloqy suggests an instructive 
Yhen we determine our set of properties 

60 r e p l i c a t e  measurements" out of a large but essentially 

The objectives of t h e  f a c t o r  analysis are first to 
f i n e  -_wy lzow m s y  commlon factors are a t t r i b u t a b l e  to a s e t  of 
I ; roptr@ies.  Then, 2% we can find the %easure numbers.' 
n. . ( v i s  can r e f e r  t o  these 8s n.cj.Ucule factors& and the 

ct3.r be t o  try Lo find what combinations of these factors 
cas? be given a physical s l g i f i c a n c e .  This second objective 
~ P ~ Q ~ V Z S  I n t u i t i v e  and speculative consfaerat ion of the 

IJ 
as in eq.Uljythe second objective tp &, T x F P t y  .'-L --.-- factosls q 

bt?hrViClX'  Qf D2a%'bt3r0 



4. 

.. 
9 

If now t h e r e  are common factors 138 we suppose in 
the set of pi-operties, therm of course the properties w i l l  
be 3aid to he c>rr- To beqin the anal;ysis of these 
correlations it is worthwhile to look at the si tuation for 
8 psir of properties. The presence of several factors in 
these  two properties precludes an analytical  expression, 

the  ~olccule factors n 
molecule,  giving the factors different weaqires for each 
molecule. Instead, a scatter (or correlation) dingram, 
in ~ l h t c h  P, and P are coordinates, each point  showing 
a p a i ~  of values for B particular molecule, m a y  reveal 
n -:>rend. If there is no 
t r e n d ,  hence no correlation, 
the p o i n t s  w i l l  be dfstrib- 

= F(Pia) , holding f o r  - all molecules i, since (in eq.Cl3 ) 
w i l l  be different  for each i s  

,a is 

NO CORR6LATION 

ut&- randomly abcut one e 0 .  
e 

It is apparnnt khat in order to express the degree 
of correlation a queption of scsle must be deal t  with; 
the vsriables must be put in 9 standardized form. 

Also, in order to approach the analys is  of  multiple 
correlations, we must take a c lose r  look a t  the structure 
of the proper t ies  in terms of t h e  factxrs.  

These psjnts w i l l  be dealt  wi th  in t u r n .  

I X X *  ,j%anda_rc&ized Variables, and the Correlation -.-- Coeff ic ient .  
If we regard t h e  neasurements cf a property for 

d%f ie ren t  molecules, as we have m q g e s t e d ,  8s sampling8 
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.from an i n f i n i t e  population, it is evident that  v8ziabPea 
such as Pia or Pis should bo expressed in terns of the 
standard dev ia t ion  of the distribution being sampled. 
E'rorn cur sample of this population we estiiate the variance 
d in %he usual way, using *he mean for our  sample, 
Let us write x i = P i a  -P a and yi = Pie- PB In terms 
of tbiese, the correlation coefficient is defined as (Ref, 1) 

2 - 
Pa . - 

The c a t r e l a t i o n  c o e f f i c i e n t  varies between 0 and 1, depending 
on the  exten3 of c o r r e l a t i o n  between t h e  variables. It 
m a y  be observed that the corriblation c o e f f i c i e n t  represents 
' t ; ' f l~r mealz of t h e  regression l i n e s  of PU on P 
McsL important, however, is the recowit ion that the 
correlation coefficient a l s o  involves the property factors 
m d  + , h e i r  measures. In fact, if we make use of eq.Pl J, 
we recognize the correlation coeff ic ient  t o  be composed 

and of Pf! on Pa, IZ 

In these expressions we see t h a t  a kind of averaging 
over  :;he d i f f e r e n t  molecules, i, has been performed. 
Consequeatly t h e  correlation coefficient, whose value can 
be c,bLaii2edi i ~ o m  the data thsouqh expression [ 2 1, will 
Be C~eti;;ca~dned p r h a r i l g  by the property factors, qja and 
qjF? provided. t h a t  the  s8mpllnq fs a good Oneo 

b 
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A %able of the da%a on a set of properties for a sequence 
of nolecules  may be referred to a3 the data matrix, thus: - 

MO E KCUL FS 
(or Repl i ca t e  

U e t e m i n s t i o n s  
o f  Pro per%ie s) 

pll p12 'lk 0 

p21 Pz2 . . a 

p31 . a a 

pil p12 *ik 

a a 8 . 
Ths e n t i r e  data matrix can be represented a0 the produce 

of B matrix of property factors, Q G (( qjk))  premultiglied 
by a mrltr=:ix of  t h e  measure numbers characteristic of each factor 
for each lriolec~zle ( f . e .  the molecule factors, niJ ). This is 
showr, %G d e t a i l  in the equation on the followin$ page, where each 
rnolecute corresponds t o  a vector whose  components are  t h e  molecule 
f sc to r s ,  This vector times t h e  property fac tor  matrix reprodudes 
m e  XYYI of the data matrix, In writin3 t h i s ,  we wish to fix 
c ~ c R x ' ~ , ~  in mind t h a t  i t  i s  t h e  elements ox' t h e  d a t a  matrix, 
Hi( r- Pk)) E (( E n .  .q. )), which m a  the observablee, and we 

:itsla if' p c s s i b l e  to discover by ana1;yd.s oT'tfie data both the 
ratr2.x Q, and the vectors (ra 

- 
13 Jk 

i J 3  
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i = 1  

1 = 2  

i ',' 

I - r J  

We can res ta te  our problem now as SelnP: how to decompose 
t h e  d a t a  xatirix i n t o  the molecule factor vectors and the property 
factor  n ? D % ; r i x ,  andl further how t o  transform Q, and the moaecule 
factorE., so %ha$ the fackors have 8 physica l  siqnificence, 

var ious  properties incorpora te  8 k i n d  of aweraghi!: over all of 
.,he mo%sculc factors.  To stud.y the c o r r e l a t i o n  coeff ic ients  

>-.he d a t a  ma%,rix by itE 'transpose. Then the correlation matrix 
( E s i n p  data without  center in? t h e  value6 on the mean) I s :  

A s  we have  seen, the correlation coefficients between the 

s d y  c-- Lter:za%ica12y, P we can form the corrclation matrix by yremultiplying 

1 

PLk - ?.jqjk 

(( C a p  >! z -3- (( poi)) x (( P i s  1) 9 

+ y, we obtain e.i. C5aJ : F i?d u s i n g  eil. 

(?;bee : T.c.s'~C'llhlt:Lplication <y t h o  t r anspose  would be used if the 
5ata mnts5x were w r i t t e n  w i t , ]  the molecules (replicate measurements) 
>?orrisspoyi*inq to columns. 
f l . t e r acu re ,  Sui- $;le notetion he2e is cons i s t en t  with t h a t  Chosen 
Bjy I"iaLi-;c=*fsl;i nnd Pollara (ref, 2). ) 

T h 5 s  seems to ay,pear i n  f a c t o r  enalysis 
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If t h e  r r o p e r t i e s  have been measured irom their nnenn V R ~ U Z R ,  

end d i v i d e d  by the stnnderd d e v i a t i o n ,  ihen we have t h e  reduced 
correl~xion m t r i x  
eler*ierl.ts aye t h e  csrrelation coeff ic ien%s 8 s  defined in Lkj. 

(( e.7r: )), i n s t ead  of (( Cap,)). In this &he 

LTb J 
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I Appendix TI a t t e v l  ts to c1Qrif.v the algebra aseociated 

w i t \  c b Q n 4 r w  t o  s t s n d q r d i z e d  vslues  centered on the mean, 
8173 t 9 e  e f fec t  t 5 i c  )i:ar cn t3e sutsequent trwtrllcnt; of t;:ie 

t o  t 5 e  novicc. 

.. 
c 

I 
b correlation mt,rix. *he  mstter 4s troublesone, at, ICSE~ 

i 

I n  v i e w i w  ey.  Gt (snd 6b, p.  11, w!i.lch w i l l  r ep l ace  5 . t )  
it- i p  essen t i a l  t o  recoanize that whilk t h e  elements of 

K p((@ )) are correlation coefficients directly obtained 
f r o %  the data, it is tne molecule and firoyerty factors, ni3 
and y which we would like t o  f ind.  To understand the 
dcw>mpasition of the correlation matrix i n t o  the aolecule 
vectors in factor 6pace and the j,roperLy mstrix Q, it is 
necsssary to keep in mind the phys ica l  independence of &he 
f a c .;- j,ors. 
concep%ually helpful, and this w i l l  be Introduced in the 
ne KC, section, 

ak 

To this end, a b a s i s  for the f ac to r  space is 

'f'hc factor spacr; i n  whtch each molecule is r e p r e s e n t e d  
as  8 vector, can be d e f i n e d  17 t e r m  of a basis of 9 ortliogon:+l 
uniG vectors, 

l ' h e  reason Lor i n t r o d u c i n , ?  an explicit b a s i s  is t h s t  

it helps to corr..y throuqh t h e  mthemat i ca l  statement QX $he 
.--f u h y s i m l .  concepliion of independent factors .  
f o r  our yropcrties, according t o  t h e  conceptual p i c t u r e  
outlined OR p, 3 ,  
sense)  Lo make a new kind 01 molecule does not imply ver:;rinq 
any o t t a e ~  factor .  

X n c ~  the b a s i s  vac to r s  a r e  orthGqonaL we have 

E .!L - 1  and t 0 ' 9 o r  j=# J b o  The m0trix of 
no,!-ecv%.e vec tors  is now f c f .  p. 7) 

"J 

We are stap!;osinic 

t h a t  varyin67 cne f a c t o r  (in a 2h.yi;icaA 

z 

EP j+ '  3- j 
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Fre-multFplyinP; t h i s  by its transpose then leaves 
of f -d i agona l  termr; zero: I 

all 

The elements of the matrix ((qdk )) are 8180 i n f luenced  
T n i s  matrix,  by t h e  i n t r o d u c t i o n  of an orthoqonal  basis. 

P S  we h.-Jve seen on p.7, v i e l d s  3 s e t  of observable propepties 
whenever it is multiplfed 13v t 9 e  molecule vector hip3) 
f o r  any molecule 9. 
fnctors essen t i a l  t o  %he property for a particular basis, 

It c o n t e i n s  t?w independent property 

9.  a a L J 9  O "f - 
Mow when we form the correlation matrix, its elements 

in t e r m  of t n e  unaerlyinq factors are  s i m p l i f i e d  because 
of t h e  ortno-normal b a s i s  (remenbering that  A*B= Be A , 
and srssurninq the qja already standardized through d i v i s i o n  

- & r Y  

by 1 : 

\ 6 
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E'ur%Ber expansion of thls product 

f Gb 1 

L 

'h [6bj the normalization condition is that 

co,ti,air, the stendard deviation, . Comparison w i t h  

E 1 , arid each q is understood here to Jk 

e y  [:5bl 
fram t h e  choice of an ortho~ons3, b a s i s  f o r  o u r  independent 

shows the mothematical simplification arisgnq 

f r? C 4; 0 I'8 

.- Be c -- t, ..__'. 03" ql- s p a  e eg e B e f o r e  we turn our attention to the 
deccmposition of bhe cor re l e t ion  mnt r i x  (section VI 1, we 
siirsirld txnsider more cc:.refv.lly the role of the m r  spaas 
for which we have  the f vectors,  E 

q vcctos  in t h i s  space, Also, as eq. C4J S ~ O W B ,  each c 0 2 . u ~ ~  

u.? t h e  matrix 
and khc v 8 l u e  of a proper ty  -a number- for aqy given 1 ~ 0 2 e c u k  

R F ~ - - )  Like c--,. orlopsr%.v vector 

- -  
as a basis, J '  

Each molecule, 2s we have  seen, is representcd by 

i .s  m f-dimentiionah vsetor in factor space, 

is -ish$ ,3c:a3.ar product of t h e  nolecule vec%or ( ~ l i l o  a o f i i j a  e *n lz /  ?, 

%a 

?J, I: 3fa t 
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How, then, are we to look upon the property vector? 
Each compoqent of the property veotor m a y  be thought of as  
the mean value of the projections of a l l  of the molecule 
vector8 (all conceivable molecules) onao thhs particular 
coordinate, e - this average projection then being multiplied 
b$ the particular weight which that factor ha8 in the observed 
property. 
space is thus determined by the relative sicT;nificanae o f  the 
underlying factors in the e%pcsssion of that par thu lar  
property. 

the angle between them (cos u = & t+/p&+l ) , I s  determined 
by the correlation ctoeffident. IO is, coneequently, a given 
constant of the physical syatem. 'Phis can be seen by 
supposing an OrthogO~ml coordinate system of I? dimensions, 
one Coordin*jt8 for each moleaule. 
a property is located in this coordinate system, it woula 
give the property vector a8 
where xi are  orthogonal unit veotors. Then P .P - a B  

3 

The direction of the property veator in faator 

!he scalar  product of two property vectors, and heme 

If the point representing 

3 -b Pa - Pbxl 4 P2,,& + 0. + PNaxN 
4 

o correlation coefficient. p i a % 3  
It should be Becognieed that the rows o f  the matrix 

Q are  vectors also, t h i a  time referred t o  P coordinates. 
We can designate these vectors a6 
If the properties chosen actually span the faotor 8pac6, so 
t h a t  they a r e  not independent, then P a f .  
vectors 
determine factor space, and as we shall see they are by virtue ._ 
of' the manner of their determination the basis t o  which the 
molecule vectors Breviousls were referred, 

* 
a j p ( q j l  0 . 0  qjk QJP' 

There are as many 
as there are factora. These f independent vectors qJ 



'VI. Decomposition of %he Oorrelstlon Matrix. 

The correlation matrix i s  formed from the experamental 
properties of raoleoulcrs, but bur ana3.yaiij has shown that its 
elements ate determined by the property factors q (ea 6b). 
The terms $nfd whloh appear in tihe matrfx, auntcued 
over ell  molecules in the sample, muat ooaverge on a constant 
value for each factor 3 ,  for good sempling~t OS molecules. 
Careful statistical terminology disfingulshes between the 
population mean, or varianc6, and t h O  eample ween or varianoe, 

3k 

which are estimates of the population parameters. 
same w a y  it 28 ueeful t o  think of a hypothetical l n ~ n l t o  
population of molecule6 for wbfch we have 
and the sample of molecules from which we estfmate this 
population parameter. 

macrrix is expreased 8s 8 dyaaice (ref. 3). 

In the 

$,T$id- , 
We return t o  ex~ression [ea  I .  Here the correlation 

This can a lso  

0 6 

2 
a21 421422 Q21Q2f3 O Q21Q2€4 

0 .  0 S22Q2p Q22Q2P 
2 -G3 q22p21 922 i. 

This last mal;rix i r s  a dyad, the outer product of the veotor 
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into  a 
This show8 that the correlation matrix i l e  beeompoeable 
sum of terms, each involving only one factor. 
The correlation metrix is geometrhtlly a projection 

us, we recall, w e  the (I: operator (Ref. 3).  !Che vectors 
rows of the property fadtor matrix Q. 
as we m a y ,  that theee vector8 are to be an orthonormal set, 

then I t  is quickly verified that  %q3 
and q" are l e f t  and right ei enTcfctora of  the correlation 
matrix, with the eigenvalue @id-. 

If we further stipulate, 

3L 
qJ. qr = 0 ,  j 6 3' , x 

ii 
Thus : 

*qJ((fap 1) * +  6 2  N f 3  I q 'q  a51 q ' J 3  3 

The vectors *q are i n  fact the basis for the factor 
space which wa8 introduced in the previous Section. 
arbitrary vector in property space can be exgandee in terms 
of an ort;honormal basis  which includes the vectors Lq 
Where the correlation matrix operates on such a vector, the 
jt& dyad term ( i n  eq. 7)eelectj .~  the j th  component of the 
veetor and m u l t i p l i e s  it by qij ; the complete o o k l a t i o n  
matrix proaects the arbitrary yeclior into fautor apace, since 
the eigcnvstue is zero for any dimension crutside of factor 
space. 

We are now in a posit ion to  outline the metuod f o r  
decomposing the property matrix lnlo the matrices Q and ((niJ )) , 
eq. 4, starting with an ilberation procedure, t o  i so late  the 
principle factor, 
13 Operate on an arbitrary vector %Y with the correlation 
matrix. 
in terms of the eigenvectors . Q. Then 

3 
An7 

3 

To 888 whet happens thlnk of thie vector expanded 
x 

Xepeated operation by ((e )) leads t o  the Borninant 13  
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L?:4ransion Of 3f y 6 

.-. 52 3 2 tl?c dyad term x x  fTa. d : A ~  G : . ~ - . . L . ~ ~  

t h u s  found, and subtract %his f r o @  t h e  corrclgticn matrix, 
Repest t h e  I t e r a t i o n  procedum on this r e d w e e  matrfx t o  f i n d  
the second principle factor. 
the new eigenvalue is nesligible. 

Using 
%he Expression C41, which def ines  ((n. .>) and Q, we f i n d  that 

'dom doh qdoa 

Continue' in l i k e  manner until 

The vectors *q. t h u s  found forn the TOWS of Q. 
3 

13 
w- 

8 P Q z ((niJ.)) Q = ((nij >), by virtue of the 

3 w t h e r  discusslon of computation is deferred to 

f ortficp;;onahity of the vectors 

s e c t i o n  V T I X ,  

Qj 

V I X .  Rotation of the Basls; The Quest ion  o f  Ph~sicalls 
&&niffcant Pactem. 

If it is supposed t h a t  the molecular assemblies whose 
properties are being studied - and which sompLs.the statistical 
population of a13 possible variations of the property - can 

* 

be described in terms of %ndopendent physically .observable 
properties, then it should be possible t o  rotate the basis  
i n t o  these properties. Any transZormation of our factor. 
space must preserve %be angles  between proper%y vecGor8, Since 
the angles represent the correlations which are t h e  given 
p5ysicnk facts of the relations between the variables, 

yriqxrties whose correlation coefficients are zero, and an 
0i-thop;onal. transformation R which will transform the factors 
o?k-;hnalky arrived a t  i n t o  a p a t t e r n  in terms of *his  new basis. 

Our search therefore may be for a set of F observable 

We can express these ideas in te.rms of the notation 
which. we have developed: 
Ca 3 
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k 
kc uu, 4 and since R is an orthogonal transformation, R"'I R 

dQ is a new property factor matrix whose rows are the new 
basis vector8. 

To develop 8 procedure for finding R we can begin by 
$ writing dowd'the matrix (called a faotor structure ) which 

systematically presents the correlatioqs between the moleclule 

(Tbus an element; of 8 18 'jk 8%jpU, 

in -berm6 of the rotated ba8i8: 
If the values Pik should happen to  be just those properties 
which form the new basis, then it I s  evident t h a t x s  w t l l  
ham zeros for  a l l  elements except those biwing the borrelation 
of (Pk) wfth i t s e l f ,  

We do not need t o  find cb. complete rotatioa at once. 
We can align one of the original baais veators with any 
pa>-r,i@pl3tapr property. Then a second basis  vector might be 
n1ir";neri with  a property orthogonal to the. first (If one is 
avpllable) and so forth. - Each alignment is-done by a 
co9uan of B, which we w i l l  represent by Rf . 

L 
A similar exprearsion oan Be written for the frfictors 

m cc 
RS = R ni3 )) (( Pik)) 

mela me  is 
.* . correspondingly a row of 5 .  .. 

L e t  xi represent our 'suepeafed property" for each Qor\ 

moleewle P, so that we c m  equate the row vectors: ?Xi) =*Rl((n2j }lo 

whence 

This gives the r818tionShip for determining *RI from 
the data: 


